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PERBANDINGAN KINERJA ALGORITMA K-MEANS DAN K-MEDOIDS
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Abstract. Regional Operational Assistance (Bosda) for SMKN 1 Katibung is assistance provided to students who
cannot afford it in the form of assistance with Educational Development Contribution (SPP) costs for 1 year.

Taking Regional School Operational Assistance (BOSDA) at SMKN 1 Katibung still uses manual selection, namely
involving several crucial stages. The author is interested in conducting a comparative analysis of the K-means and
K-Medoids clustering algorithms. Based on the research results, it can be concluded that the modeling was carried
out using using the K-means algorithm does not produce good results. The results of clustering using the K-means
algorithm show a Davies Bouldin Index (DBI) value of 0.842, which indicates that the resulting data partition is not
optimal enough. However, by using the K-Medoids algorithm, the clustering results show a significant improvement
in the quality of the data partition. The DBI value is 0.671. The increase in clustering quality, the results of the
research, show an increase of around 20.33%, indicating that clustering carried out using the K-Medoids algorithm
produces better data partitioning than using K-means. The resulting clusters are more distinct from each other and
more internally cohesive, indicating that the K-Medoids algorithm is more effective in handling the data and dividing
it into better groups. Therefore, in the context of this research, it can be concluded that the use of the K-Medoids
algorithm is more recommended than K-means for clustering the same data.
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PENDAHULUAN

Sekolah merupakan sebuah lembaga pendidikan yang dirancang untuk pembelajaran[1]. Pendidikan dapat
meningkatkan mutu pendidikan dan mempersiapkan lulusannya agar berhasil dalam bidangnya[2] .
Sekolah bisa juga diartikan sebagai lembaga atau tempat berlangsungnya proses pendidikan dengan
tujuan mengubah tingkah laku individu ke arah yang lebih baik melalui interaksi dengan lingkungan
sekitar. Setiap individu memiliki hak dan kedudukan yang setara di negara dalam hal mendapatkan
pendidikan yang layak [3].

Pemerintah Daerah Provinsi Lampung mengeluarkan Peraturan Gubernur Lampung Nomor 29 Tahun
2017 Tentang Petunjuk Teknis Bantuan Operasional Sekolah Daerah Provinsi Lampung Tahun 2017,[4]
yang berisi peraturan mengenai pemberian bantuan dana bagi siswa yang tidak mampu guna menyertakan
pendidikan bagi peserta didik khususnya pada satuan pendidikan menengah atas dan menengah
kejuruan[5]. Bantuan Siswa Miskin ini sangat membantu siswa memenuhi kebutuhan di dalam kegiatan
belajar maupun dalam melengkapi siswa itu sendiri ini sangat mendukung dalam program pemerintahan
yang harus belajar sembilan [6] Program ini bersifat bantuan langsung kepada siswa dan bukan beasiswa,
karena berdasarkan kondisi ekonomi siswa dan bukan berdasarkan prestasi siswa (beasiswa)
mempertimbangkan kondisi siswa, sedangkan beasiswa diberikan dengan mempertimbangkan prestasi
siswa [7].

Salah satu bentuk bantuan siswa adalah Bantuan Operasional Sekolah Daerah (BOSDA). Bantuan
Operasional Daerah (Bosda) SMKN 1 Katibung merupakan bantuan yang diberikan untuk Siswa Siswi
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yang tidak mampu berupa bantuan biaya Sumbangan Pembinaan Pendidikan (SPP) selama 1 tahun.
Pengambilan Bantuan Operasional Sekolah Daerah (BOSDA) di SMKN 1 Katibung masih menggunakan
seleksi secara manual yaitu dengan melibatkan beberapa tahap krusial. Tahap pertama pengumpulan
berkas siswa, di mana siswa wajib menyediakan dokumen keuangan keluarga dan identitas lainnya. Ini
dilakukan untuk verifikasi informasi dan pemahaman komprehensif tentang kondisi sosial dan ekonomi
siswa. karena banyaknya berkas pengajuan beasiswa dimana setiap tahunnya mengalami peningkatan.

Pada tahun 2020, jumlah pendaftar Bantuan Operasional Daerah (BOSDA) mencapai 138 orang, dengan
alokasi kuota sebanyak 12. Tahun 2021 menunjukkan peningkatan signifikan, di mana jumlah pendaftar
program bosda mencapai 148 orang, dengan kuota yang diberikan meningkat menjadi 18. Kemudian,
pada tahun 2022, terjadi kenaikan kembali dengan 155 pendaftar dan peningkatan kuota menjadi 33.
Namun, pada tahun 2023, meskipun terdapat peningkatan jumlah pendaftar program BOSDA dari 155
menjadi 160 orang, kuota yang disediakan mengalami penurunan drastis menjadi hanya 10 orang.
Selanjutnya, dilakukan persiapan atribut dataset sebagai dasar penilaian. Atribut mencakup tingkat
pendapatan keluarga, jumlah tanggungan, dan kondisi sosial ekonomi. Persiapan ini menjadi landasan
untuk skor penilaian yang objektif. Proses dilanjutkan dengan home visit, di mana petugas kunjungi
rumah siswa untuk mendapatkan gambaran mendalam tentang kehidupan siswa dan keluarganya serta
mendapatkan informasi tambahan. Selama home visit, petugas memberikan skor penilaian sesuai atribut
dataset. Ini mencakup evaluasi kebutuhan, urgensi penerimaan BOSDA, dan kelayakan siswa.
Berdasarkan skor penilaian, diambil keputusan tentang penerimaan BOSDA. Keputusan diambil secara
transparan dan adil. Setelah itu, bantuan operasional disalurkan kepada siswa yang memenuhi kriteria dan
skor yang ditetapkan. Proses ini merupakan upaya penuh perhatian untuk memberikan dukungan
maksimal kepada siswa dari keluarga kurang mampu, dengan menjaga keadilan dan akurasi dalam
penentuan penerimaan bantuan.

Sudah banyak peneliti yang melakukan penelitian untuk penerima bantuan siswa miskin , seperti
penelitian yang dilakukan oleh Aviv Fitria Yulia [8], Implementasi Algoritma K-Means Classifier
Sebagai Pendukung Keputusan Penerima Dana Bantuan Siswa Miskin. Hasil pengujian mendapatkan
nilai devies bouldin indeks sebesar 0,262 yang memiliki arti kesamaan antar anggota cluster yang cukup
baik. Penelitian yang dilakukan Riolandi Akbar [9], Komparasi Fuzzy Tsukamoto Dengan Rule Pakar
Dan Decision Tree Simple Cart. Berdasarkan hasil analisis didapatkan dari perhitungan akurasi
menggunakan rule pakar dan decision tree berdasarkan 75 data uji dengan hasil akhir diperoleh rule pakar
sebesar 72% dan Decision tree SimpleCart 76%. Penelitian selanjutnya yaitu Klasifikasi Menggunakan
Metode Naive Bayes Untuk Menentukan Calon Penerima Pip, Berdasarkan hasil analisis didapatkan dari
perhitungan nilai akurasi pengujian klasifikasi menggunakan algoritma Naive Bayes adalah sebesar
88.89%[10].

Pada penelitian sebelumnya, telah digunakan beberapa metode seperti k-means, Fuzzy Tsukamoto dengan
Rule Pakar, dan Decision Tree Simple Cart. Oleh karena itu, peneliti akan fokus menggunakan metode K-
Means dan K-Medoids. Metode-metode ini masih jarang diadopsi oleh peneliti sebelumnya, sehingga
peneliti berharap dapat memberikan kontribusi baru dalam bidang penelitian ini. Dengan pendekatan yang
berbeda, peneliti ingin menjelajahi potensi dan keunggulan metode K-Means dan K-Medoids untuk
memperluas pemahaman dan kemajuan dalam analisis data dalam konteks penelitian.

METODE

Metode clustering merupakan suatu metode untuk mencari dan mengelompokkan data yang memiliki
kemiripan karakteriktik (similarity) antara satu data dengan data yang lain.[10]. Setiap metode clustering
memiliki pendekatan dan Kkarakteristik yang berbeda, tetapi tujuannya adalah sama: untuk
mengelompokkan data menjadi kelompok-kelompok yang serupa atau homogen[11]. Algoritma yang
digunakan yaitu K-Means dan K-Medoids.

K-Means merupakan metode klasterisasi yang paling terkenal dan banyak digunakan diberbagai bidang
karena sederhana, mudah diimplementasikan, mempunyai kemampuan untuk mengklaster data yang
sangat besar dan kompleksitas waktunya linear O(nKT) dengan n adalah jumlah dokumen, K adalah
jumlah klaster, dan T adalah jumlah iterasi[12]. Tujuan pengelompokan data ini adalah untuk mengurangi
fungsi objektif proses pengelompokan, yang biasanya bertujuan untuk mengurangi variasi dalam
kelompok dan memaksimalkan variasi antar kelompok [13]. Metode K-Medoids adalah salah satu metode
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dalam analisis cluster yang serupa dengan metode K-Means, tetapi menggunakan medoids sebagai
representasi titik pusat dari setiap kluster. Medoids adalah titik data aktual dalam dataset yang secara
optimal mewakili Kluster[14].

Dataset yang digunakan menggunakan dataset dari SMKN1 Katibung dengan jumlah sebanyak 601 data
yang menggunkanan tools rapid miner. Atribut yang digunakan seperti Pendidikan Kepala Rumah
Tangga, Pekerjaan Orang Tua, Penghasilan Orang Tua, Jumlah Tanggungan Orang Tua, Jumlah/Status
Orang Tua, Keadaan Fisik Rumah, Daya Listrik, Status Kepemilikan Tempat Tinggal, Perabot Rumah
Dan Alat Komunikasi. Berikut langkah-langkah berikut sebagai alur dalam tahapan penelitian yang akan
dilakukan:

Pengumpulan data ]

Pengelolaon data ]7

K-Means TOPSIS

1 |
I

Evaluasi

Gambar 1 Alur Dalam Tahapan Penelitian

Berikut ini merupakan penjelasan dari gambar 1 yang merupakan alur dari penelitian ini

1.

Pengumpulan Data

Dalam tahap ini dilakukan pengumpulan data, mengenali lebih lanjut data yang akan digunakan.
Peneliti menerapkan metode observasi, wawancara dan studi pustaka untuk mendapatkan data-data
yang diperlukan. Data yang digunakan adalah data pendaftar Bantuan Operasional Daerah (Bosda)
yang mengajukan dari tahun 2020-2023. Pemahaman Data (Data Understanding) Dalam tahap ini
dilakukan pengumpulan data, mengenali lebih lanjut data yang akan digunakan. Tahap ini
merupakan proses tindak lanjut setelah proses pemahaman bisnis. Dimana peneliti menerapkan
metode observasi, wawancara dan studi pustaka untuk mendapatkan data-data yang diperlukan. Data
yang digunakan adalah data pendaftar beasiswa yang mengajukan beasiswa dari tahun 2020-2023.
Dari proses perijinan data yang diajukan, diperoleh data pendaftar beasiswa tahun 2020 adalah 138.
Pada tahun 2021 jumlah pendaftar program beasiswa sebanyak 148. Untuk tahun 2022 jumlah
pendaftar 155. Pada tahun 2023 jumlah pendaftar 160. Dari masing-masing data memiliki 9 atribut,
dimana nilai atribut berupa nilai kategorikal dan nilai angka.

Pengolahan Data

Pada tahap ini dilakukan persiapan data mentah selanjutnya menentukan atribut yang digunakan
untuk menganalisa masalah. Data yang digunakan dalam penelitian ini adalah dataset dari sekolah
SMK N1 Katibung dengan jumlah sebanyak 601 data yang menggunkanan tools rapid miner.
Atribut yang digunakan Pendidikan Kepala Rumah Tangga, Pekerjaan Orang Tua, Penghasilan
Orang Tua, Jumlah Tanggungan Orang Tua, Jumlah/Status Orang Tua, Keadaan Fisik Rumah, Daya
Listrik, Status Kepemilikan Tempat Tinggal, Perabot Rumah Dan Alat Komunikasi. Metode yang
digunakan dalam penelitian ini K-means dan Kmedoids.
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3. Pemodelan
Pada tahap ini peneliti menetapkan teknik pemodelan dengan menggunakan metode Clustering,
yaitu algoritma K-means dan Kmedoids.

4. Evaluasi
Pada tahap ini dilakukan pengujian terhadap algoritma yang digunakan untuk mendapatkan
informasi model yang akurat. Pengukuran clustering algoritma K-means dan Kmedoids. Untuk
calon penerima bantuan operasional daerah (Bosda) SMK Negeri 1 Katibung menggunakan Davies
Bouldin Index (DBI).

HASIL DAN DISKUSI

Data yang digunakan dalam penelitian ini adalah dataset dari sekolah SMK N1 Katibung dengan jumlah
sebanyak 601 data yang menggunkanan tools rapid miner. Metode yang digunakan dalam penelitian ini
K-means dan Kmedoids. Data pendaftar beasiswa terdapat pada gambar 2 dibawah ini:
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Gambar 2 Dataset Pendaftar Beasiswa

Gambar 2 menunjukan karakter data pada penelitian ini, Data yang digunakan dalam penelitian ini adalah
dataset dari sekolah SMK N1 Katibung dengan jumlah sebanyak 601 data . Atribut yang digunakan
seperti  Pendidikan Kepala Rumah Tangga, Pekerjaan Orang Tua, Penghasilan Orang Tua, Jumlah
Tanggungan Orang Tua, Jumlah/Status Orang Tua, Keadaan Fisik Rumah, Daya Listrik, Status
Kepemilikan Tempat Tinggal, Perabot Rumah Dan Alat Komunikasi. Atribut-atribut ini memiliki
hubungan atau pengaruh terhadap masalah yang sedang diteliti. Dalam penelitian ini, atribut-atribut ini
kemudian digunakan sebagai dasar untuk analisis menggunakan metode K-means dan K-medoids.
Metode tersebut digunakan untuk mengelompokkan data berdasarkan pola-pola yang terdapat dalam
atribut-atribut ini, sehingga dapat membantu dalam pemahaman dan penyelesaian masalah yang sedang
diteliti.

1. Penelitian Menggunakan Algoritma K-Means
Penerapan data pada Rapidminer untuk penentuan beassiswa menggunakan algoritma K-means
ditunjukan pada gambar 3 dibawah ini:

Process

) Process » P % wE

nnnnnnn

max opfimization steps

Gambar 3 Penerapan Data Pendaftar Beasiswa Menggunakan Algoritma
K-Means pada Rapidminer

Gambar 3 menunjukkan proses penerapan data yang telah disiapkan ke dalam aplikasi RapidMiner. Dalam konteks
ini, data yang telah disiapkan digunakan untuk melakukan eksperimen menggunakan teknik clusterisasi K-means.
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Proses eksperimen ini bertujuan untuk mengelompokkan data ke dalam beberapa kluster berdasarkan kemiripan atau
pola yang terdapat dalam atribut-atribut yang telah ditentukan sebelumnya. Setelah data diterapkan pada aplikasi
RapidMiner dan eksperimen menggunakan algoritma K-means dilakukan, hasil dari eksperimen tersebut ditampilkan
pada Gambar 4. Gambar ini menyajikan hasil klasterisasi yang dihasilkan oleh algoritma K-means, di mana data telah
dikelompokkan ke dalam beberapa kluster berdasarkan karakteristik yang dimiliki.

Result History B Cluster Mods! (Clustsing) H ExampleSet (Clustaring) % PerformanceVector (Performance)
Criterion
#wg. wiithin cenfroid dis_ Davies Bouldin
g, wihin centroid is.

Performance N .
#ug wihin cenfroid gis. Davies Bouldiz: 0.222
g within ceniroid dis

Danvies Bouldin

Desuriplion

Gambar 4 Hasil Eksperimen Menggunaka Algoritma
K-means pada Rapidminer

Gambar 4. menunjukkan hasil dari proses clustering, yang mungkin dilakukan menggunakan algoritma
tertentu seperti K-means atau Hierarchical Clustering, di mana data telah dikelompokkan ke dalam
beberapa cluster berdasarkan kesamaan fitur atau karakteristik tertentu. Hasil dari clusterisasi yang
menunjukan eksperimen didalam Davies Bouldin kita dapat melihat hasil Davies Bouldin yaitu sebesar
0.842.

2. Penelitian Menggunakan K-Medoid Pada Rapidminer
Penerapan data pada Rapidminer untuk penentuan beassiswa menggunakan algoritma K-medoid
ditunjukan pada gambar dibawah ini:
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Gambar 5 Penerapan Data Pendaftar Beasiswa Menggunakan Algoritma
K-Medoid pada Rapidminer

Gambar 5 menggambarkan proses penerapan data yang telah dipersiapkan ke dalam aplikasi RapidMiner.
Dalam tahap ini, data yang telah dipersiapkan tersebut digunakan untuk melakukan eksperimen
menggunakan teknik clusterisasi K-Medoids. Tujuan dari eksperimen ini adalah untuk mengelompokkan
data ke dalam beberapa klaster berdasarkan kemiripan atau pola yang terdapat dalam atribut-atribut yang
telah ditentukan sebelumnya. Setelah data diterapkan pada aplikasi RapidMiner dan eksperimen
menggunakan algoritma K-Medoids dilakukan, hasil dari eksperimen tersebut ditampilkan pada Gambar
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6. Gambar ini menunjukkan hasil klasterisasi yang dihasilkan oleh algoritma K-Medoids, di mana data
telah dikelompokkan ke dalam beberapa klaster berdasarkan karakteristik yang dimiliki.

Resuft History B Cluster Model (Clustering (2)  ExampleSst (Clustering () % PerformanceVector (Performance)
Criterion

% Avg. within centroid dis DaVies Bouldin

Avg. within centroid dis
Performance i ) .
Ayg. within centroid dis.. Davies Bouldin: 0.671

Davies Bouldin

Description

Annotations

Gambar 6. Hasil Eksperimen Menggunakan Algoritma
K-Medoid pada Rapidminer

Gambar 6 menampilkan hasil dari proses clustering yang dilakukan menggunakan algoritma K-Medoids.
K-Medoids adalah varian dari algoritma K-Means yang menggunakan medoids (representative data
points) sebagai pusat cluster, yang membuatnya lebih tahan terhadap outliers. Dalam proses clustering ini,
data telah dikelompokkan ke dalam beberapa cluster berdasarkan kesamaan fitur atau karakteristik
tertentu. Hasil dari clusterisasi yang menunjukan eksperimen didalam Davies Bouldin kita dapat melihat
hasil Davies Bouldin yaitu sebesar 0.671.

Davies Bouldin Index (DBI) digunakan sebagai metrik evaluasi untuk mengukur kualitas dari clustering
yang dihasilkan. Semakin rendah nilai DBI, semakin baik hasil clusteringnya. Nilai DBI adalah rata-rata
dari kedekatan antara setiap cluster, diukur dalam konteks varian dalam setiap cluster dan jarak antar
cluster. Nilai yang lebih rendah menunjukkan bahwa antar-cluster lebih berbeda dan intra-cluster lebih
kompak. Perbandingan hasil eksperimen yang tidak menggunakan metode K-means dan eksperimen yang
menggunakan K-Medoid ditunjukan pada tabel dibawah ini:

Tabel . Perbandingan Hasil Akurasi Penggunaan K-meanas dan K-medoid.

Penelitian Davies Bouldin Index
K-Means 0.842
K-Medoid 0.671

Dalam konteks ini, perbandingan antara hasil Davies Bouldin Index (DBI) dari clustering menggunakan
algoritma K-Medoids dengan eksperimen sebelumnya menggunakan K-Means memungkinkan untuk
mengevaluasi dan memahami kualitas dari kedua metode clustering tersebut. Davies Bouldin Index (DBI)
adalah salah satu metrik evaluasi yang umum digunakan untuk mengukur kualitas dari clustering yang
dihasilkan. Nilai DBI mencerminkan seberapa baik kluster yang dihasilkan dalam memisahkan data,
dengan nilai yang lebih rendah menandakan kualitas clustering yang lebih baik. Hasil Davies Bouldin
sebesar 0.671 untuk clustering dengan menggunakan algoritma K-Medoids menunjukkan bahwa partisi
data yang dihasilkan memiliki tingkat kualitas yang lebih baik dibandingkan dengan eksperimen
sebelumnya yang menggunakan K-Means, di mana nilai DBI sebesar 0.842. Ini menandakan bahwa
algoritma K-Medoids menghasilkan kluster yang lebih baik dalam memisahkan data menjadi kelompok-
kelompok yang bermakna.
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KESIMPULAN

Berdasarkan hasil penelitian, dapat disimpulkan bahwa pemodelan yang dilakukan dengan menggunakan
algoritma K-means kurang menghasilkan yang baik. Hasil dari clustering menggunakan algoritma K-
means menunjukkan nilai Davies Bouldin Index (DBI) sebesar 0.842, yang mengindikasikan bahwa
partisi data yang dihasilkan tidak cukup optimal. Namun, dengan menggunakan algoritma K-Medoids,
hasil clustering menunjukkan peningkatan yang signifikan dalam kualitas partisi data. Nilai DBI sebesar
0.671 Peningkatan dalam kualitas clustering hasil penelitian menunjukkan peningkatan sekitar 20.33%
menunjukkan bahwa clustering yang dilakukan dengan algoritma K-Medoids menghasilkan partisi data
yang lebih baik daripada menggunakan K-means. Cluster-cluster yang dihasilkan lebih berbeda satu sama
lain dan lebih kohesif secara internal, yang mengindikasikan bahwa algoritma K-Medoids lebih efektif
dalam menangani data dan membaginya menjadi kelompok yang lebih baik. Oleh karena itu, dalam
konteks penelitian ini, dapat disimpulkan bahwa penggunaan algoritma K-Medoids lebih disarankan
daripada K-means untuk melakukan clustering terhadap data yang sama.
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